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The Dependency Structure of Coordinate Phrases:
A Corpus Approach

David Temperley1

Hudson (1990) proposes that each conjunct in a coordinate phrase forms dependency relations
with heads or dependents outside the coordinate phrase (the “multi-head” view). This proposal
is tested through corpus analysis of Wall Street Journal text. For right-branching constitu-
ents (such as direct-object NPs), a short-long preference for conjunct ordering is observed; this
is predicted by the multi-head view, under the assumption that structures resulting in shorter
dependencies are preferred. A short-long preference is also observed for left-branching constitu-
ents (such as subject NPs), which is less obviously accommodated by the multi-head view but
not incompatible with it. The repetition of determiners was also examined (the dog and cat ver-
sus the dog and the cat), and a stronger preference was found for repetition with singular count
nouns as opposed to mass or plural nouns; this accords well with the multi-head view, under the
reasoning that single-determiner constructions require crossing dependencies with count nouns
but not with plural or mass nouns.
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INTRODUCTION

The concept of dependencies—asymmetrical syntactic relations between
pairs of words in a sentence—is of central importance in theoretical lin-
guistics, playing a role in almost every major syntactic theory (Bresnan,
1982; Pollard & Sag, 1987; Mel’cuk, 1987; Oehrle, Bach & Wheeler 1988;
Dik, 1989; Hudson, 1990; Radford, 1997). In recent years, the concept
has also proven to have great value and relevance in psycholinguistics.
In particular, the work of Gibson (1998, 2000) has shown that a depen-
dency-based view of syntax sheds light a variety of psycholinguistic phe-
nomena—the central idea being that syntactic structures containing longer
dependencies are more complex. This principle accounts for numerous
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observed effects in language comprehension and production, as will be
described in greater detail below.

Given the explanatory power of dependencies, it is important to
determine what the dependency structures of a language actually are. In
many cases, this is uncontroversial. In the case of prepositional phrases in
English, for example, it is generally agreed that the preposition is the head
of the phrase (with the object noun phrase as its dependent) and is then a
dependent of the preceding word (verb or noun) that the phrase conven-
tionally modifies. In general, the head of each major constituent type (NP,
VP, AP, PP) is the word after which the phrase is named, and the head
of a clause is its finite verb.2 In some cases, however, the dependency
structure of syntactic constructions is less certain. A case in point is coor-
dinate phrases—phrases involving two or more elements (such as noun
phrases or verb phrases) joined together with a coordinating conjunction.
The dependency structure of coordinates has received relatively little atten-
tion, either in linguistics or in psycholinguistics. However, one proposal
has been embraced by several authors—what I will call the “multi-head”
proposal. Under this proposal, the conjuncts within the coordinate phrase
all serve—in effect—as heads, each one making one or more dependency
connections to the rest of the sentence.

In this paper I will attempt to validate the multi-head proposal
empirically. My methodology relies on a corpus approach—statistical
analysis of naturally-occurring written language—and depends on two
fundamental premises, both of them quite well-established. (1) In situa-
tions of syntactic choice—where there is more than one way of express-
ing something—people tend to use the construction that is syntactically
less complex or computationally demanding. (2) The complexity of a sen-
tence increases with the length of the dependencies it contains. As noted
above, this principle has shown great value in explaining facts of language
comprehension and production. (Complexity may be affected by other
aspects of dependency structure as well, as I will explain.) Given these

2 Noun phrases are a somewhat controversial case. While many in linguistics and psycholin-
guistics have assumed that NPs are headed by their main nouns, with determiners and mod-
ifiers as dependents (Bresnan, 1982; Pollard & Sag, 1987; Mel’cuk, 1987; Gibson, 1998),
recent theory in the GB/minimalist vein assumes the determiner of an NP as the head
(Abney, 1987; Radford, 1997), as does Hudson’s Word Grammar (1990). The current study
offers new evidence on this issue, as will be explained. A further general complication is
that constituents are sometimes assumed to be headed by null elements, i.e., empty catego-
ries. The allowance of empty categories raises many problems in terms of the location of
heads, calculation of dependency lengths, and evaluation of complexity; given the lack of
consensus as to the exact nature of empty categories or even their existence (Pickering &
Barry, 1991), we will not attempt to accommodate them here.
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two premises, a proposal regarding dependency structures may be taken to
imply predictions about the complexity of sentences, and in turn, about
language use: in situations of syntactic choice, the constructions that are
predicted to be more complex should be used less often. We consider two
kinds of syntactic choice in particular: (1) ordering of conjuncts within the
coordinate phrase and (2) the repetition of determiners in conjoined noun
phrases.

THE MULTI-HEAD THEORY OF COORDINATE DEPENDENCIES

Hudson (1990) offers a proposal for the dependency structure of
coordinate phrases. Under this proposal, the words within a conjunct form
dependency relations with one another in the normal way. The head of
each conjunct then makes connections to words outside the coordinate
phrase. (Actually, each conjunct may have more than one head, as will be
described below.) This permits a succinct statement of the rules regarding
well-formed coordinate structures: Any word which is outside a coordi-
nate phrase and in dependency relation D to the head of a conjunct must
also be in relation D to the head of every other conjunct. Thus the sen-
tence Fred peeled and ate it—with the verbs peeled and ate as the two con-
juncts—is valid because both verbs have a subject relation with Fred and
an object relation with it. Fred peeled and yawned it is incorrect, because
it is in an object relation with peeled but not with yawned. Under this
framework, the conjunction itself makes no dependency connections but is
treated in a special way. The “multi-head” approach to coordinate phrases
is also assumed in Sleator and Temperley’s Link Grammar (1993), and
endorsed, though with some modifications, by Pickering and Barry (1993).

One of the virtues of the multi-head model is that it can allow for
cases in which conjuncts are not “phrases” in conventional terms. Each
conjunct may consist of more than one phrase, each one having its own
head; but the rule above still applies, in that each conjunct must make par-
allel connections to the rest of the sentence. In a sentence like I drank cof-
fee at eleven and tea about four, each conjunct consists of a noun phrase
and a prepositional phrase, each one connecting to the previous verb:
thus the sentence is correctly allowed. However, the multi-head proposal
also violates some normal assumptions of dependency grammar. Most for-
mulations of dependency grammar have assumed that each word must
have exactly one head (Gaifman, 1965; Mel’cuk, 1987). Under the multi-
head theory, however, multiple conjunct-heads may all serve as heads for
a dependent outside the coordinate phrase. In the sentence below, the two
conjoined verbs both function as heads for the subject Fred (and also for
the direct object it).
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  peeled  and  ate   it Fred
(1)

Second, it is generally assumed that dependencies may not cross—a rule
sometimes known as “projectivity” (Gaifman, 1965; Mel’cuk, 1987). Under
the multi-head theory of coordination, however, violations of projectivity
occur frequently; dependencies will cross any time the conjuncts make more
than one connection to the rest of the sentence, as in (1) above. It has been
observed that crossing dependencies are rare cross-linguistically (Steedman,
1985), though there are well-known examples in certain languages such as
Dutch (Bresnan, Kaplan, Peters, & Zaenen, 1982; Joshi, 1990); in depen-
dency grammars of English, crossing dependencies are generally disallowed,
or allowed only under highly constrained circumstances (Hudson, 1990;
Sleator & Temperley, 1993; Collins, 1996). (The fact that the multi-head
proposal violates projectivity and the one-head-per-dependent rule is not
discussed either by Hudson or by Pickering and Barry; however, Hudson
does allow other exceptions to these rules.)

Because the multi-head proposal conflicts with these general assump-
tions about dependencies in English, it is of particular interest to exam-
ine it empirically. We now consider how well the multi-head model can
account for syntactic choices in the use of coordinate phrases.

ORDERING OF CONJUNCTS IN COORDINATE PHRASES

One situation of syntactic choice in coordinate phrases concerns the
ordering of conjoined elements. In principle, language users have a choice
as to how the conjuncts in a coordinate structure are ordered; any order-
ing is generally syntactically correct. Although such choices could be
affected by many factors (as discussed below), it seems possible that they
might be determined at least in part by syntactic complexity, and thus, by
considerations of dependency length. It is of interest to consider whether
ordering preferences in coordinate phrases accord with the predictions of
the multi-head theory.

The idea that the complexity of syntactic constructions might be
related to the distance between heads and dependents has been discussed
by several authors (Frazier, 1985; Rijkhoff, 1990; Hawkins, 1994), but
assumes an especially important role in Gibson’s dependency locality the-
ory (DLT) (1998, 2000). Gibson suggests that syntactic complexity can
largely be predicted by two factors: “storage cost”, the cost of main-
taining in memory the syntactic predictions or requirements of previous
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words; and “integration cost”, the cost of syntactically connecting a word
to previous words with which it has dependent relations. The integra-
tion cost for a word increases with the distance to the previous words
with which it is connected, on the reasoning that the activation of words
decays as they recede in time, making integration more difficult.3 This
idea accounts for a number of phenomena in comprehension, such as the
greater complexity of object as opposed to subject relative clauses (King
& Just, 1991). In both subject and object relatives, the verb of the rel-
ative clause must be connected with the preceding relative pronoun, but
in the object case the two words are separated by the relative clause sub-
ject, yielding a higher integration cost. The theory also relates to phe-
nomena in ambiguity resolution; in main-verb/reduced-relative ambiguities
(Gibson, 1998) and prepositional-phrase attachment decisions (Gibson &
Pearlmutter, 1994; Thornton, MacDonald & Arnold, 2000), the preferred
interpretation reflects a preference for shorter dependencies. Most relevant
to the current study, Gibson puts forth the DLT to account for syntac-
tic choices such as “heaviness” effects. It has been widely observed that,
when a verb has two arguments (such as an NP and a PP), there is a
preference to put the shorter argument first (Bever, 1970; Hawkins, 1994;
Arnold, Wasow, Losongco & Ginstrom, 2000). Normally, a direct-object
NP occurs before a PP—(2a) below is much more likely than (2b). But if
the NP is especially long, it may be extraposed, as in (2c):

(2a) She sold [NP the ring ] [PP for five dollars ]
(2b) ? She sold [PP for five dollars ] [NP the ring ]
(2c) She sold [PP for five dollars ] [NP the beautiful diamond ring

her grandmother had given her when she was twelve ]

This is predicted straightforwardly by the DLT; both arguments make a
dependency connection to the preceding verb, and the total length of these
dependencies is minimized if the shorter phrase is placed first.

Returning to the case of coordinate constructions, the multi-head the-
ory predicts that the dependency length—and hence the complexity—of
such constructions will be affected by the ordering of the conjuncts. Con-
sider (3) below, in which the direct object NP is a coordinate phrase with
two conjuncts; one is 2 words long (some flowers) and the other is 6 words
long (a bottle of very expensive wine). (In this study we will focus on coor-
dinates with two conjuncts, though other cases will be considered briefly in

3 Gibson measures the length of dependencies not in sheer number of words spanned, but
in “discourse referents” spanned. However, he seems to regard this as conjectural, and
acknowledges that “[p]rocessing all words probably causes some integration cost increment”
(1998, p. 12).
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the final section.) Both conjuncts make a single connection to an external
head—the “matrix head”—which is immediately to the left of the coor-
dinate phrase. Consider just the lengths (in words spanned) of the two
dependencies connecting the conjunct-heads to the matrix head, indicated
by the numbers in the diagram below. (Each conjunct-head also makes
connections to words within the conjuncts, but this is unaffected by the
ordering of the conjuncts; dependencies between words outside the coor-
dinate phrase are also unaffected. We will also assume, following Hud-
son, that the conjunction itself makes no dependency connections to other
words.) If the longer conjunct is first, the total length is 2 + 9 = 11; if the
shorter conjunct is first, the total length is 2 + 5 = 7. Thus a short-long
ordering of the conjuncts results in substantially shorter dependencies.

 She brought [ a bottle of very expensive wine ] and [ some flowers ] 

2 

9

(3a)

She brought [ some flowers ] and [ a bottle of very expensive wine ]  

2 
5 

(3b)

This result—that the short-long ordering yields shorter dependency
lengths—proves to hold true quite generally with “right-branching” coor-
dinates (where the matrix head is to the left), regardless of the exact length
of the conjuncts, the position of the heads within the conjuncts, and the
distance from the coordinate phrase to the matrix head (see Fig. 1a). Define
C1 and C2 as the two conjuncts, L1 and L2 as their respective lengths (in
words), P 1 as the distance in words from the beginning of C1 to its head (so
P 1 = 0 if C1’s head is its leftmost word), P 2 as the corresponding value for
C2, M as the distance from the left end of the entire coordinate phrase to
the matrix head, T 1 as the total length of the two dependencies (connecting
H1 and H2 to the matrix head) if C1 is the first conjunct, and T 2 as the
total length if C2 is first. From Figure 1a, it can be seen that

T 1 = (M + P 1) + (M + L1 + 1 + P 2)

T 2 = (M + P 2) + (M + L2 + 1 + P 1)

(The “1” in the equations above is the length added by the conjunction
itself.) What is of interest here is the “length advantage” of T 2 over T 1—
the amount that T 2 is greater than T 1, or T 2 − T 1. (Of course, greater
length is actually not advantageous in this case.)
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MH           H1     C H2 

      L2 L1 
M P2P1 

          H1                     C             H2                                         MH

 L2 L1 
M P2P1 

(a)

(b)

Fig. 1. Dependency lengths in a coordinate phrase with two conjuncts, when the matrix head
is to the left (A) or to the right (B). In (A): MH = matrix head, H1 = head of first con-
junct, H2 = head of second conjunct, M = distance from left end of coordinate phrase to
MH, L1 = length of first conjunct, L2 =length of second conjunct, P 1 = distance from H1
to left end of first conjunct, P 2 = distance from H2 to left end of second conjunct, C = con-
junction. In (B) the symbols are analogous, with MH to the right of the coordinate phrase.

T 2 − T 1 = (2M + P 2 + L2 + 1 + P 1) − (2M + P 1 + L1 + 1 + P 2)

= L2 − L1

This shows that the ordering (C2, C1) will always have a length advan-
tage of (L2 − L1) relative to (C1, C2). If L2 > L1, this number will be
positive—that is to say, the (C2, C1) ordering will result in greater depen-
dency length, with the magnitude of the difference depending only on the
relative length of the two conjuncts.

Now consider the case where the matrix head follows the coordi-
nate phrase (Figure 1b). In this case, the situation in Figure 1a is exactly
reversed; the length advantage of (C2, C1) over (C1, C2) is L1 − L2, so
that the total dependency length will be greater if the shorter constitu-
ent is first. The predictions, then, are that a short-long ordering should
be preferred when the coordinate phrase follows the head, and long-short
ordering preferred when it precedes the head. (We should note, in passing,
that a preference for long-short ordering in head-final languages has been
noted by Hawkins (1994) and Yamashita and Chang (2001); this would
seem to be explained quite naturally in dependency-length terms, though
this has not been much explored.)
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These predictions were tested empirically using the Penn Treebank
(the Wall Street Journal portion), a corpus of one million words of natu-
rally occurring text from the 1989 Wall Street Journal.4 The text is tagged
with constituent information, permitting data about syntactic construc-
tions to be gathered computationally. A coordinate phrase was defined
as a constituent containing exactly three smaller constituents, the second
of which was the coordinating conjunction and or or; the first and third
constituents were then assumed to be conjuncts. Data was gathered for
different constituent types (explained below). For each constituent type, all
cases in the treebank were identified; the length of the first conjunct (in
words) in each case was measured, and this was averaged over all cases of
that type; the same was done for the second conjunct.

Constituent types were defined not only by a syntactic category (such
as “NP” or “VP”), but also by their larger context. The reason for this
was that it was important to identify each type as to whether the matrix
head was to the right or left (since the multi-head model’s predictions dif-
fer in these two cases). While dependencies are not explicitly marked in the
treebank, in many cases they can be inferred quite reliably from the con-
stituent structures. For example, a PP directly inside a VP was assumed
to be a prepositional phrase modifying a preceding verb. Table 1 shows
the constituent types tested, and the way each one was defined in terms of
Treebank notation. Table 1 also indicates which types were right-branch-
ing or left-branching. Most of the common constituent types in English
are right-branching, but three left-branching constituent types were tested:
subject NPs (which are dependents of the following verb—except in cases
of subject-verb inversion), prepositional phrases acting as “openers” (thus
connecting to the head of the following clause), and attributive adjective
phrases (connecting to a following noun). It should be noted that the defi-
nitions are not perfect. For example, a prepositional phrase within a verb
phrase may occasionally precede the verb (in which case it is not right-
branching). But in each case large portions of the data were inspected by
hand, and it seemed that the definition resulted in only a very small num-
ber of errors, either false positives (cases incorrectly included in the test)
or false negatives (cases incorrectly excluded). Given the limited annota-

4 Two other corpus studies have examined conjunct length, but did not consider the partic-
ular issue investigated here. Gibson, Schütze, and Salomon (1996) examined phrases with
two NP conjuncts, and found a greater average length for the second NP (4.06 vs. 3.10), but
did not distinguish between different syntactic types of NP. Levy (2002) performed a test of
two-NP coordinate phrases, but only comparing NPs in general with sentence-initial NPs;
a short-long preference was found for both cases, but was somewhat weaker in the case of
sentence-initial NPs.
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Table I. Conjunct Length in The Penn Treebank

Conjunct 1 Conjunct 2
average average

Number length length
Constituent type Treebank definition of casesa (L1) (L2) L2/L1

Right-Branching
Constituents
Direct object NP NP(unsubscriptedb), 785 3.84 5.08 1.32*

daughter of VPc

Prepositional NP, daughter of PP 2842 2.63 3.49 1.32*
object NP
VP dependent on an VP, daughter of VP 806 5.07 6.97 1.38*
auxiliary verb
PP modifying PP, daughter of VP 162 5.78 7.62 1.32*
preceding verb
Subordinate or S, daughter of SBAR 200 7.43 8.34 1.12
embedded claused

Predicate adjective ADJP-PRD, 115 1.67 2.77 1.66*
phrase daughter of VP

Left-Branching
Constituents
Subject NP NP-SUBJ, daughter 1026 2.49 3.28 1.32*

of Se

Attributive adjective ADJP, daughter of NP, 446 1.07 1.11 1.04
phrase but not at the end
PP dependent on PP, daughter of S (and 7 3.57 7.29 2.04
following clause starting at same point)

aThe number of two-element coordinate phrases of this type observed in the Wall Street
Journal portion of the Penn Treebank.
bSelecting only unsubscripted NPs excludes NPs that are not direct objects, such as tem-
poral adjuncts like last week (tagged as NP-TMP).
cX is a daughter of Y if it is contained in Y and immediately subordinate to it.
dA clause dependent on an external head to the left, such as a subordinating conjunction,
relative pronoun, complementizer, or verb.
eSelecting only daughters of S excludes subject NPs in cases of subject-verb inversion (in
which case the mother category would be SINV).
∗An ANOVA showed that the difference between the C1 and C2 conjunct lengths was
significant, p < 0.01.

tion provided in the Penn Treebank, it seemed impossible to devise perfect
definitions for these syntactic types.

Table I shows, for each constituent type, the ratio between the
average second-conjunct length and the average first-conjunct length; a
value greater than one indicates a preference for short-long ordering.
Considering first the “right-branching” constituent types, we observe a
strong pattern of short-long ordering. This pattern is rather consistent
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across the different constituent types—a ratio of between 1.12 and 1.66 is
observed in every case. This is in accord with the multi-head model, which
predicts a short-long preference for right-branching coordinate structures.
However, consider the left-branching cases. Here the model predicts a
long-short preference, but this is not observed. The largest body of data
here is subject NPs; in this case, a clear short-long preference is found
(virtually equal to that observed for right-branching NPs). For attributive
adjective phrases, a short-long preference is found, though it is notably
less strong than for any other type; in this case, however, the vast major-
ity of conjuncts were only one word long. For “opener” PPs modifying
noun phrases, we find a strong short-long preference, though in this case
the body of data is too small (only 7 cases) to be given much weight.

Overall, the predictions of the multi-head model are partially borne
out. A strong preference for short-long ordering in right-branching con-
stituents is observed, just as predicted by the model. However, while the
model predicts a long-short preference in left-branching constituents, a
short-long preference is observed in these cases as well. Still, the fail-
ure of the multi-head model to predict these cases is not necessarily a
fatal problem. I have suggested elsewhere (Temperley, 2003) that syntac-
tic choices tend to be guided by principles of a fairly general nature;
rather than choosing the most desirable alternative in every case, language
users employ general policies which lead to the best result most of the
time.5 Presumably, most constituents in English are right-branching—
the generally “head-initial” character of English is well-attested (Venn-
eman, 1974; Radford, 1997); on balance, therefore, a short-before-long
strategy for conjunct ordering would be more beneficial than a long-
before-short strategy. Even if we assume that people employ different
strategies for different phrase types (NPs, VPs, etc.), it is likely that
even for NPs—the most frequent type of left-branching constituent—a
consistent short-before-long strategy is more beneficial than a long-before-
short one, since right-branching phrases are more common even in this

5 This claim was originally based on syntactic choices motivated by ambiguity-avoidance. An
example is in embedded-clause constructions, like She said (that) he was coming. In such
cases, people (in both written and spoken language) are more likely to include the optional
complementizer that when the embedded-clause subject is a full NP rather than a pronoun
(Elsness, 1984; Ferreira & Dell, 2000); this can be attributed to ambiguity-avoidance, on the
grounds that, if the complementizer were omitted, a full NP could be ambiguous between a
direct object and an embedded-clause subject, whereas a pronoun like he or I is case-specific
and causes no such ambiguity. But people make no distinction in this regard between I and
you, even though I is case-specific while you is not. The use of relative pronouns or comple-
mentizers with object relative clauses also seems to reflect such a general strategy (Temperley,
2003).
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case. (As Table 1 shows, prepositional–object and direct–object coordi-
nate NPs together are more than three times as numerous as subject NPs;
moreover, subject NPs tend to be somewhat shorter than the other two
types, so that length considerations may be less important.)

Before proceeding, we should consider whether the preference for
short-before-long ordering of conjuncts might be due to other factors
besides complexity. Certainly, other considerations might sometimes effect
conjunct ordering; these could include temporal order or logical order (We
had steak and ice cream for dinner), or anaphoric relations between con-
juncts (We saw John and his mother). Of particular interest is the factor
of “newness”. Consider sentences (4a) and (4b) below, both from the tree-
bank; in these two cases, the first of the two conjuncts is a previously men-
tioned item in the discourse, whereas the second item is being mentioned
for the first time (the conjuncts are italicized).

(4a) Separately, a federal judge hearing Mr. Hunt’s bankruptcy case yes-
terday turned down a proposed $65.7 million settlement between Mr.
Hunt and Minpeco S.A., another major creditor in the case.

(4b) Manville and a spokeswoman for the trust said that the two are dis-
cussing the proposal but a decision hasn’t been made.

Such examples reflect a well-established principle of discourse, sometimes
called “given-before-new”: within a sentence, entities already present in the
discourse tend to be mentioned before new entities (Clark & Haviland,
1977; Arnold et al., 2000). The newness factor is a possible problem, since
it may be confounded with length. In cases where one element in a coor-
dinate is old and another is new, it seems likely that the new element
would often be longer. Quite often, when a new element is introduced, it is
accompanied with descriptive information; this might take the form of an
appositive (as in (4a)), or a prepositional phrase or relative clause (as in
(4b)). If this is the case, the observed short-long preference might be due
partly to newness rather than to syntactic complexity.

Discourse newness is difficult to measure; by many accounts, it is a
matter of degree or even a continuum (Clark & Haviland, 1977; Brown
& Yule, 1983; Gundel, Hedberg, & Zacharski, 1993). While some enti-
ties may be clearly given or clearly new, others have not been explicitly
mentioned but are to some degree inferable from the context. (The given-
new distinction arises also with other categories besides nominals, but we
will only consider nominals here.) It does seem, however, that nominals
containing phrasal modifiers of some kind—prepositional phrases, rela-
tive clauses, or appositives—are more likely to be new. We may control
for newness to some extent, then, by examining coordinate NPs in which
either both conjuncts contain phrasal modifiers or neither of them does.
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Table II. Conjunct Length in NP Coordinate Phrases in the Penn Treebanka

Conjunct 1 Conjunct 2
Number average length average length

Constituent type of cases (L1) (L2) L2/L1

Both conjuncts are 3139 1.73 1.92 1.11**
base NPs
Neither conjunct is 698 7.07 8.25 1.17**
a base NP
Both conjuncts begin with 177 5.54 6.59 1.19*
“a” or “an”

aThe set of NPs examined here includes all direct-object, prepositional-object, and subject
NPs, as defined in Table 1.
∗An ANOVA showed that the difference between the C1 and C2 conjunct lengths was sig-
nificant, p < .05.
∗∗An ANOVA showed that the difference between the C1 and C2 conjunct lengths was
significant, p < .0001.

(NPs containing no phrasal modifiers are known as “base NPs” in tree-
bank terminology.6 ) The data for the treebank is shown in Table 2. It can
be seen that, even under these conditions, a length effect persists (though
it is somewhat reduced). For coordinates in which neither conjunct has a
modifier, the second one is still significantly longer; the same is true when
both conjuncts have modifiers. As a further test, cases were examined in
which both NPs began with the determiner a/an; this is generally assumed
to be strongly correlated with newness (Gundel et al., 1993). Here again,
the short-long ordering effect persisted, though again somewhat reduced
(see Table 2). Thus, while this issue requires further study, it seems unlikely
that the length effect in conjunct ordering is due entirely to newness.

Overall, the ordering of conjuncts gives substantial, though not
unqualified, support for the multi-head model. The short-long preference
for right-branching constituents is as predicted by the model; the short-
long preference for left-branching constituents is not directly predicted,
but is compatible with the model, by the reasoning that a general pol-
icy of short-long ordering would be advantageous given the preponderance
of right-branching structures in English. We now examine another kind
of syntactic choice in the use of coordinate constructions, which seems to
have bearing on the multi-head model, but in quite a different way.

6 Strictly speaking, a base NP is an NP that does not contain any phrasal constituents of
any kind; thus base NPs never contain phrasal modifiers. Inspection of the treebank shows
that non-base-NPs contain phrasal post-modifiers in a large majority of cases, though not
always; for example, the internal phrase may occasionally be a pre-noun possessive phrase.
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DUPLICATION OF DETERMINERS WITH CONJOINED NOUNS

Another common situation of choice in coordinate phrases involves
what I will call “duplication”. Often, with a coordinate expression, one
has a choice of including an element in the coordinate (and thus repeat-
ing it), or stating it just once outside the coordinate. For example, one
could say I saw Mary and saw Bill, or I saw Mary and Bill. In many kinds
of constructions, duplication hardly ever occurs; I saw Mary and saw Bill
seems unlikely and unnatural, though not incorrect. In other situations, it
is quite common; perhaps the strongest example is the case of determiners
modifying nouns, where the determiner is sometimes repeated and some-
times not: One might well say either The dog and cat were black, or The
dog and the cat were black.

Informal inspection of noun phrases with determiners pointed to a
surprising pattern. Duplication of the determiner seemed to occur much
more often when the nouns involved were singular count nouns, as
opposed to plural count nouns or mass nouns. That is, there seemed to
be a tendency to favor the dog and the cat over the dog and cat, but to
favor the dogs and cats over the dogs and the cats, and the ice and snow
over the ice and the snow. One might ask, how is this related to the depen-
dency structure of coordinate phrases? To preview the following argument,
a structure like the dog and cat involves crossing dependencies according
to the multi-head model (assuming that both nouns make a connection to
the determiner and also to some other word); crossing dependencies are
unusual in English and are presumably difficult to process. When plural
or mass nouns are used, as in the ice and snow, the second noun does
not require a determiner; thus the sentence can be parsed without cross-
ing dependencies (even though the correct analysis does involve crossing
dependencies), so it should be more easily processed. Thus, if repetition
of the determiner is indeed more favored with singular count nouns, this
would provide evidence for the multi-head model. We will now follow this
line of reasoning in more detail.

The first step is to examine quantitatively the tendency observed
above—that repetition of the determiner in coordinate phrases tends to
occur more often with singular count nouns than with mass or plural
nouns. Again, the Wall Street Journal portion of the Penn Treebank was
used. All noun phrases in the corpus of the form “D N C N” were
examined (we will call these single-determiner or SD constructions), as
well as all phrases of the form “D N C D N” (double-determiner or DD
constructions), where D is the determiner the or a/an or a possessive pro-
noun, N is any common noun, and C is the conjunction and or or. (In
DD constructions, the first and second D must be the same word. Other
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words marked as determiners in the treebank were excluded, as they some-
times seemed to semantically restrict the choice between an SD and DD
construction.7 ) It is possible that, in an SD construction in which the sec-
ond noun was plural or mass, the determiner would not be intended to
apply to it; for example, one sentence contained the phrase the quake and
baseball. The SD phrases were inspected one by one, and all phrases of
this type were omitted. Also omitted were cases where the entire phrase
seemed to be an idiomatic expression, like a bed and breakfast. Another
problem concerned cases where the coordinate phrase was followed by
a modifying phrase such as a prepositional phrase or relative clause. In
such cases, there seems intuitively to be a preference for the SD construc-
tion (perhaps because it makes clear that the post-modifier applies to both
nouns); one would probably say the book and CD that we bought rather
than the book and the CD that we bought if the relative clause was sup-
posed to apply to both NPs. And it may also be the case that nouns
followed by post-modifiers are more likely to be mass nouns than count
nouns (informal inspection of the data suggested that this might be true);
in this case, any preference for SD constructions with mass nouns might
be due to the correlation between mass nouns and post-modifiers rather
than to a direct preference. To avoid this possible confound, all NPs with
post-modifying phrases were excluded from the test set.

As a first comparison, SD and DD phrases were counted in which
both nouns were plural or both were singular. (Nouns are annotated
as singular or plural in the treebank; the “singular” category includes
both count and mass nouns.) Table 3 shows the results: 40.4% of singu-
lar phrases were of the DD type, whereas only 8.8% of plural phrases
were (χ2 = 17.4, p < 0.0001). Thus there seems, indeed, to be a significantly
stronger preference for omitting the second determiner with plural phrases
than with singular phrases. Since singular nouns sometimes require deter-
miners for syntactic correctness (i.e. count nouns), whereas plural nouns
never do, this points to a stronger preference for DD constructions with
nouns that require determiners.

For comparing count nouns to mass nouns, a more complex proce-
dure was required. Nouns are not marked in the treebank as count or
mass, and many nouns allow both count and mass usages. One indication
of mass nouns is usage without a determiner. Thus each singular noun in
the treebank was examined as to the proportion of its usages carrying no
determiner. To accomplish this, all nouns were identified that occurred as
the final word in a base NP (the final word of a base NP, if a noun, is

7 For example, No dogs or cats are allowed does not mean the same as No dogs or no cats are
allowed—or perhaps the second is simply meaningless and would never occur.
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Table III. NP Coordinate Constructions of the Form “D N C N” or “D N C D N”
in the Penn Treebank

D N C N D N C D N Total

Both nouns singular 56 (59.6%) 38 (40.4%) 94
Both nouns plural 52 (91.2%) 5 (8.8%) 57

virtually always the head); the frequency of each noun in this set was tal-
lied, yielding a “base-NP head frequency” for each noun. Then, for each
noun, the base NPs headed by that noun were counted which contained
no determiner, numerical quantifier, or possessive pronoun. The propor-
tion of these “no-determiner usages” in relation to the base-NP head fre-
quency was calculated, yielding a “zero-determiner ratio” (ZDR) for each
noun. The reasoning was that nouns frequently used without determin-
ers would be mass nouns—or, one might say, further towards “mass” on
the count-mass continuum. The question then was whether mass nouns,
defined in this way, would more likely be used in a single-determiner con-
text as opposed to a double-determiner context.

A list was made of all singular-noun tokens occurring in either SD or
DD contexts, as defined above. Each word in the SD list and DD list was
paired with its ZDR, to see if the word-tokens in the SD list had higher
ZDRs than those in the DD list. The answer was yes: the average ZDR
for SD tokens was 0.214, while the average for DD tokens was 0.117. An
ANOVA (treating word-tokens as observations) showed that this difference
was highly significant (F = 6.91, p < 0.01).

Before continuing, we should address one possible objection to the
current argument. In a coordinate phrase of two nouns or noun phrases,
the two phrases may refer to the same entity, or to two different entities.
In the sentence (from the treebank) [He] is retiring from active duty but
remains a director and consultant, it is clear that both director and con-
sultant refer to the same entity. Let us assume that single-referent coordi-
nate NPs usually involve singular count nouns rather than mass or plural
nouns. (If this assumption is not accepted, then the objection that I am
about to address fails immediately.) If so, one might argue, the prefer-
ence for DD structures with singular count nouns is a kind of ambigu-
ity-avoidance mechanism, designed to avoid the unwanted “single-referent”
interpretation that would be caused by an SD structure. That is, if one
wanted to refer to two different people—a director and a consultant—
one might rather use the DD construction (as I just did) to avoid the sin-
gle-referent implication that would arise from the SD construction. This
objection seems unlikely to be valid, however, for the following reasons.
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Single-referent SDs are actually quite rare; out of the 56 singular SD
constructions found, only 3 were single-referent. It seems implausible to
argue that people avoid using a certain structure to mean interpretation
A for fear that it might imply interpretation B, given that when they
do use it, they much more often intend interpretation A than interpre-
tation B. Moreover, DD structures are not entirely incompatible with a
single-referent interpretation; for example, the DD phrase a director and
a consultant, with a single-referent interpretation, also occurs in the tree-
bank. There is not enough data in the treebank to resolve these issues
empirically, but it seems very unlikely that the avoidance of single-referent
interpretations explains the correlation observed here.

The tests just reported show that SD constructions are used relatively
more often with plural nouns than with singular nouns, and relatively more
often with singular mass nouns than with singular count nouns. Both of
these tests point to a tendency to use the SD construction more with nouns
that do not require determiners. If so, what does this prove? It can be seen
that, according to the multi-head theory, SD constructions (like (5)) involves
crossing dependencies, whereas DD constructions (like (6)) do not:

I   fed   the    dog  and  cat 
(5)

I   fed   the  dog  and  the    cat 
(6)

Crossing dependencies are known to be rare in English and highly
constrained in their use; in light of this, we might suppose that they
would cause some processing complexity.8 By this reasoning, we might
expect that people would generally avoid SD constructions, using the DD
construction instead. Now, it may be noted that the correct analysis of
all of the SD phrases studied here involves crossing dependencies—not
just count-noun cases, but plural- and mass-noun cases as well. (Recall
that cases where the determiner did not apply to the second noun were
excluded from the test set.) However, with a phrase like the ice and snow

8 The complexity of crossing dependencies in English is a difficult and unexplored issue. As
already noted, they are generally assumed to be rare, and some grammars prohibit them
entirely. But Bach, Brown, and Marslen-Wilson, (1986) showed that crossing dependencies
in Dutch were less difficult to process than center-embedded structures in German, suggest-
ing that crossing dependencies may not always be cognitively taxing.
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or the dogs and cats, a non-crossing interpretation like (7)—where the
determiner connects only to the first noun—is at least syntactically correct,
even if it is not the intended interpretation.

I   hate  the  ice   and  snow 
(7)

In the case of singular count nouns, such a structure would be incor-
rect, since the second noun would have no determiner. Perhaps parsing
involves an initial stage of finding a dependency structure that is syntac-
tically acceptable, satisfying the “requirements” of each word (a singular
count noun requires a determiner, a plural or mass noun does not).9 Once
such a structure is found, it may be modified in a later stage (perhaps in
ways that involve crossing dependencies), or perhaps further interpretation
does not involve dependencies at all. This explanation is admittedly some-
what complex and involves several conjectural leaps; but at present, it is
the only explanation on offer for the relative avoidance of SD structures
with singular count nouns.

GENERAL DISCUSSION

The use of coordinate phrases in written English, as reflected in
the Penn Treebank, provides strong evidence for the multi-head model
of dependencies in coordinate phrases. It was asked, first, whether the
multi-head model predicts ordering preferences for conjuncts with regard
to length, on the assumption that orderings involving greater dependency
length should be less favored. The general short-long preference for right-
branching structures is exactly as predicted by the multi-head model. The
fact that a short-long preference is found also for left-branching structures
is not as easily reconciled with the model; but syntactic choices are often
guided by general strategies, and given that most dependencies in English
are presumably right-branching rather than left-branching, the multi-head
model predicts that a general short-long strategy would be more bene-
ficial than a general long-short strategy. Turning to the case of deter-
miner duplication, it was observed that single-determiner constructions
are more often used with plural or mass nouns than with singular count
nouns. According to the multi-head model, the single-determiner construc-

9 Hudson (2003) has offered a similar proposal to account for certain phenomena of adjunct
preposing in English.
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tion involves crossing dependencies (which are presumably cognitively diffi-
cult) with singular count nouns if the words’ syntactic needs are to be
satisfied. Thus the multi-head model offers an explanation for why sin-
gle-determiner constructions might be relatively less favored with singular
count nouns.

So far, the “multi-head” model of dependency structures in coordi-
nate phrases is the only one that has been considered. While dependency
structures in coordinate phrases have not received much discussion, one
other proposal deserves mention, put forth by Mel’cuk (1987). Mel’cuk
proposes that the head of a coordinate phrase is the first conjunct; the
conjunction is a dependent of the first conjunct, and the second conjunct
is a dependent of the conjunction. Let us consider how well this “head-
first” model accounts for the data presented above. With regard to con-
junct ordering, the model’s predictions are complex. (Here we assume, as
usual, that constructions with longer dependencies are less favored.) If
we assume that the conjunct-heads are at the left end of their conjuncts,
then the model predicts a short-long ordering of conjuncts, for both right-
branching and left-branching coordinate phrases—exactly as observed in
the data. The problem is that this prediction depends on the position of
the heads within the conjuncts; if, for example, the heads are at the right
end of the conjuncts, then a long-short ordering is favored for left-branch-
ing coordinates. While many English constituent-types tend to have the
head at the beginning, in noun phrases (which provide most of the data
for left-branching coordinates) the head noun is often not at the begin-
ning, and is often preceded by a determiner and pre-modifiers. Thus the
fit of the head-first model to the treebank data is unclear (and is currently
the subject of further investigation). Turning to the evidence from deter-
miner duplication, the head-first model fares poorly. The model does not
predict crossing dependencies under any circumstances; all words connect
to the coordinate phrase via the first conjunct head.

I   fed   the    dog   and   cat 
(8)

Thus the model offers no explanation for the relative avoidance of
single-determiner constructions with singular count nouns. Comparing the
head-first model and the multi-head model overall, then, the verdict from
conjunct ordering is presently unclear, while the verdict from determiner
duplication clearly favors the multi-head model.

Another model that deserves consideration here is Hawkins’s early
immediate constituent (EIC) theory (1994). Like Gibson’s DLT, the EIC
theory attempts to account for a wide variety of phenomena in language
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perception and production. The essential idea of Hawkins’s theory is that
the comprehension of a syntactic constituent is easier if its daughter con-
stituents can be quickly identified. In effect, this results in a preference for
short-long ordering of constituents; in a verb phrase containing V-NP-PP,
for example, the window within which the three daughters can be iden-
tified (known as the Constituent Recognition Domain) will be smaller if
the shorter of the two arguments is first. Since the EIC predicts short-
long ordering in both left-branching and right-branching cases, it appears
to model the data for conjunct ordering quite naturally. An interesting test
case to examine in this regard is coordinates containing three conjuncts.
Consider a right-branching coordinate with three conjuncts of lengths 2,
4, and 6. The DLT, combined with the multi-head theory, predicts that
they will be ordered from shortest to longest (2–4–6); this is the ordering
that will minimize the total dependency length. Under the EIC, however,
what matters is the length of the Constituent Recognition Domain; this
favors placing the longest conjunct last, but expresses no opinion about
the ordering of the other two. (Whether the order is 2–4–6 or 4–2–6, the
span between the beginning of the entire phrase and the beginning of the
third conjunct is the same.) The treebank data was again analyzed, look-
ing at coordinate phrases of all types containing exactly three conjuncts;
1855 cases were found. The average lengths of the three conjuncts were
3.41, 3.64, and 4.07, respectively. Since the second conjunct is longer than
the first, this would seem to favor the multi-head / DLT model rather than
the EIC model (though the difference fell just short of significance: F =
3.4, p = 0.06). Thus, while the data for conjunct ordering is accommo-
dated by both theories (perhaps more easily by the EIC), the DLT has
greater success in predicting ordering preferences for three-conjunct coor-
dinate phrases.10

Beyond providing evidence for the multi-head theory of coordinate
dependencies, this study—if its conclusions are accepted—also has impli-
cations for several other issues in linguistics and psycholinguistics. First
of all, it provides further testimony—adding to the findings of Gibson

10 Hawkins considers various cases of three-constituent constructions, and acknowledges that
the basic EIC is unable to predict the shorter-to-longer ordering preference that is gener-
ally found in such cases. A special “left-to-right” procedure is proposed for handling such
phenomena. Regardless of the merit of this left-to-right procedure, three-constituent order-
ing preferences such as these seem to favor the DLT, as it requires no extra apparatus to
account for them.
A further general advantage of the DLT over the EIC—though not directly related to the
data presented here—is the ability to explain the long-short preference in head-final lan-
guages; again, the basic EIC theory does not predict this, and Hawkins must account for
it by quite a different mechanism.
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and others—for the explanatory power of dependency structure and its
connection with syntactic complexity, showing how more complex depen-
dency structures tend to be avoided in situations of syntactic choice. It
is not obvious why syntactically complex structures are avoided; broadly
speaking, there are two possibilities. One possibility is that complex struc-
tures are avoided for the sake of the perceiver, on the grounds that they
are difficult to comprehend (Bever, 1970; Hawkins, 1994; Temperley, 2003);
another possibility, more favored in recent years, is that certain structures
are in some way difficult to produce (Wasow, 1997; Arnold et al., 2000;
Ferreira & Dell, 2000). Certain types of syntactic choice, such as those
motivated by ambiguity-avoidance, seem most readily explained in per-
ceptual terms; on the other hand, Arnold et al. (2000) argue that heavi-
ness and newness effects are at least partly due to production factors.
The medium may make a difference: while complexity effects in syntactic
choice have been observed in both speech and writing, production limita-
tions seem more plausible in the case of speech, since the computational
restrictions are greater in that case; in writing, there is less need to pro-
duce output quickly and more opportunity to modify and revise. But this
argument is not decisive, and it is certainly possible that the phenomena
observed here are due at least in part to producer-based limitations.

The current study also sheds light on a basic issue in dependency
grammar: the head of the noun phrase. While many have taken the main
noun of a noun phrase to be its head (Bresnan, 1982; Mel’cuk, 1987; Pol-
lard & Sag, 1987; Gibson, 1998), others have assumed that the determiner,
when present, is the head of the noun phrase (Abney, 1987; Hudson, 1990;
Radford, 1997). Note that under the “determiner-headed” view of the
noun phrase, there are no crossing dependencies in single-determiner con-
structions; in (9), every word’s syntactic requirements may be met, without
any crossing dependencies.

I   fed   the    dog  and  cat 
(9)

Thus the determiner-headed view of noun phrases seems unable to
account for the avoidance of such constructions with count nouns. This
would appear to be an important empirical point in favor of the “noun-
headed” model of the noun phrase.

As noted earlier, the multi-head theory of coordinate dependencies is
also of interest as it seems to violate some widely-held assumptions about
dependencies (at least in English): that each word has exactly one head,
and that dependencies do not cross. In a single-determiner coordinate con-
struction like that in (5), the determiner has two heads (both nouns), and
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the dependencies between the nouns and the determiner and verb cross
over each other. It has been suggested here that the crossing of depen-
dencies in single-determiner constructions adds complexity, which causes
such constructions to be disfavored (though not entirely avoided). It would
be interesting to examine this prediction in other cases. Under the multi-
head view, as noted earlier, crossing dependencies will occur any time the
conjuncts of a coordinate phrase make multiple connections to outside
words—for example, if conjoined verbs connect to a preceding subject and
a following object, as in this sentence from the treebank:

El Paso owns and operates a petroleum refinery.
(10)

The current view suggests that such constructions, also, should be
difficult to process and hence disfavored. The problem with testing such
cases by the current method is that, unlike in the “determiner-duplication”
case, there is no obvious syntactic choice involved; that is, there is no
easy way of rephrasing the sentence to avoid the crossing. In the sentence
above, the crossing could be avoided by repeating the object phrase, per-
haps with a pronoun—El Paso owns a petroleum refinery and operates it—
but this seems awkward and unlikely. Rephrasing such a construction to
avoid crossing dependencies would be more palatable if the object phrase
was extremely short: Given the sentence Fred peeled and ate it, the non-
crossing version Fred peeled it and ate it is not so bad. But such usages are
so rare in the treebank—either single- or double-pronoun constructions—
that no conclusions can be drawn about their relative frequency.11

As a final point, the multi-head model—and dependency structure
generally—relates in an important way to what Townsend & Bever (2003)
have broadly called “statistical” models of sentence comprehension. While
some models have focused on syntactic or “structural” aspects of sen-
tence processing (Frazier, 1985; Hawkins, 1994; Gibson, 1998), others have
explored the role of other factors—factors of discourse structure (Crain
& Steedman, 1986), frequency (e.g., the frequency of transitive versus

11 There are also other crossing-dependency structures in English (at least under the usual
assumptions about dependency structures)—for example, when the argument of a direct-
object noun is separated from it by an argument of the preceding verb:

(i)
I met a man yesterday with five kids 

It would be interesting to know whether crossing-dependency structures such as this also
cause processing difficulties.
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intransitive uses of a verb—MacDonald, Pearlmutter, & Seidenberg, 1994;
Jurafsky, 1996), and plausibility. Plausibility considerations might include,
among other things, the thematic or semantic “fit” between a dependent
and its head (Trueswell, Spivey-Knowlton, & Tanentaus 1994; MacDonald
et al., 1994; McRae, Tanentaus, & Garnsey, 1998). For example, True-
swell et al., (1994) gave subjects sentences like those in (10), where the
verb examined could initially be construed either as the main verb or as
a reduced relative.

(11a) The defendant examined by the lawyer turned out to be unreliable.
(11b) The evidence examined by the lawyer turned out to be unreliable.

Reading times indicated that subjects were relatively more biased towards
the main-verb interpretation in (11a) than in (11b). According to Trueswell
et al., this is explained by the fact that defendant is a thematically and
semantically plausible subject for examined, while evidence is not. While
models of this type are not generally presented in terms of heads and
dependents, it should be clear that they have a close connection with the
idea of dependencies. That is to say, if parsing involved creation of a
dependency structure—a matching of heads with their dependents—the
consideration of such word-to-word compatibilities, based on plausibility
factors such as thematic or semantic fit, could occur quite naturally.12

And here, the question of the dependency structure of coordinate phrases
becomes important. Consider the sentence

(12) The defendant and the evidence examined by the lawyer turned out
to be unreliable.

Under the multi-head model—and assuming that dependencies provide the
word-to-word relationships on which plausibility is evaluated—either the
word-pair defendant-examined or the word-pair evidence-examined could
affect the overall plausibility of the main-verb reading. Under Mel’cuk’s
head-first model, only the first conjunct (defendant in this case) is con-
nected with the verb, thus only the defendant-examined relationship should
affect plausibility.

The extent to which such lexical dependencies are involved in ambigu-
ity resolution is an unresolved issue. But to the extent they are, this gives
further importance to the role of dependencies in human parsing, and may
provide another route to the empirical investigation of dependency struc-
tures.

12 This idea has been explored in computational linguistics, most notably by Collins (1996,
2003), whose dependency-based parsing models rely largely on statistical information
about the frequency of head-dependent pairs.
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