Abstract
This review presents a highly selective survey of connections between music and language. I begin by considering some fundamental differences between music and language and some nonspecific similarities that may arise out of more general characteristics of human cognition and communication. I then discuss an important, specific interaction between music and language: the connection between linguistic stress and musical meter. Next, I consider several possible connections that have been widely studied but remain controversial: cross-cultural correlations between linguistic and musical rhythm, effects of musical training on linguistic abilities, and connections in cognitive processing between music and linguistic syntax. Finally, I discuss some parallels regarding the use of repetition in music and language, which until now has been a little-explored topic.
“What the music I love expresses to me is not too indefinite to be put into words, but rather, too definite.”

—Felix Mendelssohn

1. INTRODUCTION

For hundreds of years, parallels have been drawn between music and language. Most often, these parallels have been drawn from the music side: Scholars of music have looked to language for ideas about how music is (or should be) composed, performed, and perceived. From the late Middle Ages to the eighteenth century, classical rhetoric was an enduring source of fascination for music theorists; Johann Mattheson’s influential Der vollkommene Capellmeister (1739) presented a complete theory of musical organization based on rhetorical categories such as exordium, confutatio, and peroratio. The nineteenth-century philosopher Herbert Spencer (1890) suggested that music’s emotional effect arises from its resemblance to speech, an argument that still carries weight today. In recent decades, ideas about syntax and prosody have found their way into music research, as well as concepts and methods from psycholinguistics and computational linguistics.

In this review, I discuss some well-established connections between music and language, survey some recent research in this area, and add some thoughts of my own. My treatment of this potentially vast topic is necessarily highly selective. I begin by considering some fundamental differences between music and language (Section 2) and some nonspecific similarities that may arise out of more general characteristics of human cognition and communication (Section 3). In Section 4, I discuss an important, specific interaction between music and language: the connection between linguistic stress and musical meter. In Section 5, I consider several recent proposals that have been widely studied but remain controversial. Finally, in Section 6, I discuss some parallels regarding the use of repetition in music and language, which until now has been a little-explored topic. With regard to music, my focus is somewhat biased toward Western music (both classical and popular), though many of my observations apply also to non-Western traditional and popular musical styles.

In examining possible connections between music and language, I find it useful to distinguish between similarities and interactions. Similarities are exactly what the term implies and require no further general comment. Interactions are causal connections between music and language. These could be of a historical nature (e.g., ways that a culture’s language affects its music); there could also be interactions across individuals (effects of linguistic training on musical ability, or vice versa) or in cognitive processes (interference or facilitation between simultaneous linguistic and musical processing). Similarities could exist without interactions; music and language could, in principle, share certain features without there being any interaction between them at all. Likewise, interactions could occur between aspects of music and language that are quite dissimilar.

I say little in this review about neuroscientific research on music–language connections, though this has become an extremely active area (for a recent review, see Besson et al. 2017). This omission is partly due to my limited expertise in neuroscience; in addition, my sense is that this work is not yet able to contribute much to the issues of structure and mental representation that are my focus here.

1“Das, was mir eine Musik ausspricht, die ich liebe, sind mir nicht zu unbestimmte Gedanken, um sie in Worte zu fassen, sondern zu bestimmte” [Mendelssohn 1878 (1842), p. 221].
2I use the term “interaction” here in its everyday sense, in contrast to its more technical scientific meaning (referring to a nonadditive effect of two variables on a third variable).
2. SOME BASIC DIFFERENCES

In many respects, the differences between music and language are so great that it is difficult to know how to compare them. Both are systems of human communication, and both are universal across cultures (Brown 1991, Savage et al. 2015). Beyond this, it is not obvious how to proceed. The traditional division of language into domains of phonology, syntax, and semantics (some would add morphology and pragmatics) does not apply to music in any obvious way; while several ways of doing this mapping have been proposed (Bernstein 1976, Swain 1997, Patel 2008), none has been widely accepted in musical discourse. In particular, the concept of meaning in language—in the conventional sense of propositions referring to objects, events, and actions—has no natural counterpart in music (with occasional exceptions, such as leitmotifs in Wagner’s operas). Music does communicate something, but by most accounts (and there are many), that “something” is fundamentally different from linguistic meaning: It refers to other things inside itself (such as an occurrence of a theme referring to an earlier occurrence, or a dissonant note implying a subsequent resolution) (Meyer 1956); it conveys emotions (Kivy 1980), or perhaps gives rise to emotions (Huron 2006); it conveys abstract structures of inherent beauty [Hanslick 1986 (1891)], or journeys in a space of chords and keys (Lerdahl 2001b), or metaphorical depictions of embodied experience (Cox 2016), or abstract narratives whose agents shift constantly from one kind of thing to another—instruments, pitches, keys, themes (Monahan 2013). Whatever music communicates, it seems clear that it is not easily translated into language, or vice versa—not necessarily due to any vagueness or indeterminacy of meaning on music’s part (as Mendelssohn reminds us in my opening quote). On the other hand, the ubiquitous practice of singing with words suggests that music’s communicative content can complement and support that of language, or vice versa.

It might seem more fruitful to shift from what is communicated to how it is communicated; but here, too, we encounter vast differences. Music relies on contextual frameworks—meter and key—that are inferred by the listener from events and then guide the interpretation of subsequent events; nothing of the kind is present in language. (The relationship of musical meter to language is considered in more detail below.) Another distinctive aspect of music (most Western music anyway) is that it is constructed from multiple notes occurring simultaneously, usually grouping together to form multiple lines—what we call polyphony or counterpoint. This is most obvious in pieces like fugues, but it is evident to some extent in most kinds of Western music; consider a rock song composed of a vocal melody, a bass line, and a guitar part. The extent to which ordinary listeners perceive the components of polyphonic musical textures is somewhat unclear, but in advanced musical study and discourse, much of our attention is devoted to the way musical lines combine and interact. Great traditions of non-Western music, such as West African drumming and Javanese gamelan, have their own forms of polyphony, though in these cases lines are distinguished primarily by timbre rather than by pitch. This enormously important aspect of music is completely without parallel in language.

Another difference between music and language that has received some attention, but perhaps not as much as it deserves, relates to the idea of arbitrariness (Hockett 1960, Swain 1997, Temerley 2001, Fitch 2006). The functional properties of a word—its syntactic category (or features) and its meaning—cannot be inferred from the phonological form of the word using general principles: They must be learned by the language user and then stored in memory for future use. (If the word is composed of multiple morphemes, the properties of the word can be inferred from the properties of its morphemes; but then arbitrariness applies to the morphemes.) There are well-known exceptions to this, such as onomatopoeia and systematicity—for example, the fact that certain vowel sounds tend to be associated cross-linguistically with large or small objects (Dingemanse et al. 2015)—but no one has suggested that word meanings can be inferred
entirely from sound–meaning correlations of this kind. (If that were true, there would be no need to learn languages!) From a cognitive point of view, arbitrariness implies the existence of a lexicon, a library of mappings from sound patterns to functional properties; a typical human language requires thousands of such mappings. We could define the arbitrariness of a communicative system in terms of the size of its lexicon—the number of form-to-function mappings needed to use it. For example, suppose (contrary to fact) that the meanings of English words could be derived from their phonemes: In the case of the word *kill*, for example, suppose /k/ meant cause, /I/ meant to become, and /l/ meant dead. In that case, no lexicon of words would be needed. A much smaller lexicon would still be required, containing (presumably arbitrary) mappings of phonemes to meanings; thus there would still be some arbitrariness in the system, but much less.

What role does arbitrariness play in music? Here it is helpful to think about the properties and functions of musical elements quite generally, without getting bogged down in notions of meaning or syntax. Consider pitches. A pitch has height (frequency); this plays a role in its expressive functions (higher pitch implies higher arousal; more on this below). No lexicon is needed here, just the general principle relating pitch height to arousal. The height of a pitch also determines its relationship to the key (its scale degree), which in turn gives it a certain degree of stability or fit. At most, this requires a tiny lexicon mapping the 12 scale degrees (in Western music at least) onto levels of stability. Some have suggested that even these relationships are not arbitrary but arise out of general psychoacoustic principles (Terhardt 1974, Parncutt 1989). Pitches also participate in forming harmonies; this follows very simple, general (and again, acoustically motivated) principles (e.g., every pitch is a member of the major triad whose root is a major third below). Moving to higher levels, chords have levels of stability depending on their relationship to the key, and fall into larger “functional” categories (tonic, dominant, pre-dominant) that determine their normative use in harmonic progressions. Here again, a very small lexicon might be needed, though in large part the functional properties of chords follow from general principles; for example, two chords that share two pitches tend to be similar in function. (Again, psychoacoustic principles may also be involved.) Constraints on the combination of melodic lines can also be described in terms of general rules; indeed, it has been argued that rules of counterpoint themselves arise from still more general principles of auditory perception (Huron 2016). Repeated patterns of pitches—themes and motives—might serve certain structural or expressive functions in a piece, but any lexicon of these would be unique to a particular piece and would contain only a handful of items. In short, the level of arbitrariness in music—the size of the lexicon required to understand it—is microscopic compared with that of language.

One might wonder if there is anything in music comparable to words—perhaps small groups of pitches or chords that are used frequently across pieces. (This is distinct from motives—patterns that recur within a piece of music and are unique to that piece.) Several scholars have made proposals along these lines, relating to styles such as Renaissance music (Schubert & Cumming 2015), mid-eighteenth-century classical music (Gjerdingen 2007), jazz (Rolland 1999), and Indian classical music (Lipiczky 1985). But none of these authors has said much about the communicative functions of these patterns—what they convey to the listener, if anything, and why it is necessary or even helpful for the listener to identify them. It is also hard to know whether these patterns are genuine schemata in the minds of composers and listeners or whether they simply arise by chance as clusters of highly probable events.3

---
3 Some researchers have explored this issue using concepts borrowed from information theory and computational linguistics, such as entropy and n-gram models (Rolland 1999, Conklin & Anagnostopoulou 2001, Pearce & Wiggins 2004). Such studies show that a note in a melody can be predicted better from the previous
3. NONSPECIFIC SIMILARITIES

It is often said that music and language are both “hierarchical” in that they involve larger (or higher-level) elements dominating smaller (or lower-level) ones. In fact, both music and language involve multiple hierarchies: syntactic and prosodic structures in language; and meter, phrase structure, and pitch organization in music (more on this below). But all kinds of things are hierarchical in this broad sense—often in some natural way, or at least, in the way we mentally represent them; think of a human body, a baseball game, a wedding, or a university. So this might be better regarded as a general characteristic of human cognition than as a special feature of music and language. One rather close parallel between musical and linguistic hierarchies is between prosodic structure in language [the grouping of linguistic sounds into syllables, feet, and phrases (Shattuck-Hufnagel & Turk 1996)] and what is called grouping structure in music [the grouping of notes into motives, phrases, and sections (Lerdahl & Jackendoff 1983; see also Heffner & Slevc 2015 for discussion)]. In both cases, temporal proximity (pauses or lengthening at segment boundaries) is an important perceptual cue; this is not unique to music and language but reflects a general principle of gestalt perception (Bregman 1990). In music there are also other important cues to grouping—notably, similarity between sounds in pitch, timbre, and other parameters—that play less of a role in prosodic structure. Some other similarities and differences between musical and linguistic hierarchies are discussed below.

Other similarities between music and language may arise simply because both are systems of (primarily auditory) communication. One relates to what I have elsewhere called “communicative pressure” (Temperley 2004). For something to function as a system of communication, the information that is designed to communicate has to be effectively conveyed (almost a tautology when stated in that way). This appears to be an important shaping force on both music and language. It may explain previously observed “trading relationships,” such as the fact that languages in which grammatical case is not indicated by inflection tend to indicate it with fixed word order, or the fact that musical styles that allow flexibility in tempo (i.e., fluctuation in the speed of the underlying meter) tend to allow less syncopation (conflict between acoustic accents and metrical structure). [Swain (1997) has offered an insightful discussion of this issue.] We would expect communicative pressure to operate not only in music and language but in any communicative system—in animal signaling systems or in nonlinguistic human systems such as computer languages. Another example that comes to mind, much discussed in recent years, is statistical learning—people's ability to use probabilistic co-occurrences between sequential elements as a means of grouping them together. This has been observed not only in language (Saffran et al. 1996) and music (Saffran et al. 1999) but also in visual patterns (Kirkham et al. 2002); thus it seems to represent a basic aspect of human cognition.

One important similarity between music and language concerns the expression of emotion. In both music and language, pitch, loudness, and temporal density are used for expressive purposes, and they tend to be used in similar ways in the two domains. Evidence for this comes from numerous experimental studies in which people were asked to speak sentences or perform melodies in such a way as to convey a particular emotion (for a survey, see Juslin & Laukka 2003). In both music and language, higher levels of pitch, temporal density, and loudness convey emotions that are high in “energy” or “arousal” (Russell 1980), such as happiness or anger.
variations in loudness and tempo are used for expressive purposes in both speech and music. Pitch and temporal density are also manipulated in music in a categorical fashion, with similar expressive effects: Higher pitches and faster rhythmic values convey higher arousal (Gabrielsson & Lindström 2001).

We might ask why increases in temporal density, loudness, and pitch convey a connotation of energy and arousal; one reason may be that such increases actually require more energy on the part of the producer. In that sense, we might expect to find similar phenomena in other modes of communication; in dance, for example, we would expect more rapid, extreme, or strenuous motions to carry a connotation of increased energy (I am unable to find any research on this issue). We would also expect similar mappings between acoustic dimensions and communicative function in animal communication, as indeed has been observed (Briefer 2012, Filippi 2016). Thus, this parallel in emotional expression between music and language may simply arise out of their being auditory modes of communication—similar to parallels discussed earlier in this section.

4. A SPECIFIC CONNECTION: SYLLABIC STRESS AND MUSICAL METER

When text is set to music (or when words are written for an existing melody), there is a strong preference for stressed syllables to be placed on metrically strong beats. Both “stressed syllable” and “strong beat” are to be understood in relative terms; the important point is that the relative stress of nearby syllables (especially adjacent ones) should be matched by the relative strength of their corresponding beats. An example is shown in Figure 1a: Take and out are both more stressed than me and are on stronger metrical positions; ball is more stressed than game and is metrically stronger. (The metrical grids used in Figure 1 to represent both stress and meter are discussed in more detail below.) At higher levels, the pressure for alignment between stress and meter is weaker; out is on a weaker beat than take despite being more stressed. The importance of stress–meter alignment can be demonstrated informally by a well-known trick: Sing “Take Me Out to the Ball Game” with the syllables shifted so that the second syllable is aligned with the first note, the third syllable with the second note, as so on, as shown in Figure 1b. The awkwardness of this misalignment is immediately evident.

The need to align stress and meter has long been recognized as a basic principle in the composition of vocal music; it has been formalized theoretically by Liberman (1975) and Halle & Lerdahl (1993). Corpus studies of vocal music have shown a strong correlation between the stress levels of syllables and their metrical strength (Palmer & Kelly 1992, Temperley & Temperley 2013). In recent popular music, a stressed syllable may be shifted to occur on the weak beat just before a strong one; however, this occurs only in restricted and quite systematic ways (Temperley 1999b, Tan et al. 2019). Even in French, a language that supposedly lacks lexical stress, content words tend to be on stronger beats than function words, and the final syllables of content words tend to be metrically stronger than nonfinal syllables, though these correlations are much weaker than in English (Temperley & Temperley 2013). There also is experimental evidence that the alignment of stress and meter facilitates performance, perception, and memory. Hayes & Kaun (1996) found that when people are given a phrase and told to chant it in a rhythmically regular way, they tend to space the stressed syllables evenly; when a phrase of text is sung to a melody, both the words and the notes are sung more accurately when the two are metrically aligned (A. Reed, B. Maxwell & D. Temperley, manuscript in preparation). Children remember text phrases better when they are

4This discussion does not apply to languages that lack stress, such as Japanese and Korean.
Take me out to the ball game

(a) The first phrase of “Take Me Out to the Ball Game.” Metrical grids are used to represent musical meter (above the musical notation) and syllabic stress (below the lyrics); the accentuation of a note or syllable is indicated by its height in the grid (the number of x’s above or below it). In panel a (from the original song), meter and stress are aligned, meaning that syllables with higher stress are placed at metrically accented positions; in panel b, the syllables have been shifted so that the meter and stress are misaligned.

initially presented with good textsetting (with stressed syllables falling on strong beats) (Gingold & Abravanel 1987).

The tendency toward alignment between stressed syllables and strong beats is, in my view, the most important interaction between language and music; it represents a direct connection between musical and linguistic mental representations, specific to those two domains. We might say that stress in language and meter in music are cognitively coupled: There is pressure for them to align in specific situations. Functionally, both linguistic stress and musical meter serve to guide attention to certain points of time in the auditory input. In the case of music, the pitch of a note can be judged more accurately if it occurs in a metrically predictable position—that is, one that continues a previous pattern of temporal intervals (Jones et al. 2002). In language, phonemes are detected more quickly in stressed syllables than in unstressed ones, suggesting enhanced attention for stressed syllables (Cutler & Foss 1977).

Structurally, both syllabic stress and musical meter consist of multileveled patterns of accentuation, commonly represented with metrical grids as shown in Figure 1 (Lerdahl & Jackendoff 1983, Hayes 1995). In language, the elements represented in the grid are syllables; in music, they are beats—subjectively accented points in time that are inferred from the music and then maintained in the mind of the listener. Beats often coincide with notes but need not do so. In music (most kinds of music anyway), there is a strong tendency toward equal spacing of beats at each level. In languages like English, by contrast, stress patterns within words are stored in the lexicon (though they are to some extent constrained by phonology) and are shaped at higher levels by syntactic and pragmatic structures; the metrical grid arises directly from these stress patterns and may be highly irregular. (In Figure 1, there is one completely unstressed syllable between take and out, two between out and ball, and zero between ball and game.) There is a slight tendency
toward isochrony in language—equal spacing of stresses; in English, this is seen most clearly in cases where the addition of a suffix to a stem causes a shift in the stress pattern of the stem (e.g., *a-dore*/ *a-dor-a-tion*). In certain situations, the preference for isochrony may affect the way that words are perceived or produced (Liberman & Prince 1977, Kelly & Bock 1988, Dilley & McAuley 2008, Temperley 2009), but the tendency is far weaker than in music. Claims that languages reflect equal spacing of stresses or syllables have been largely discredited (Roach 1982, Dauer 1983).

In pronunciation, stressed syllables are normally marked acoustically by increased loudness, duration, and pitch (Sluijter & Van Heuven 1996). Music also features acoustically based accents, arising from some of the same acoustic cues associated with linguistic stress—duration and loudness (as well as other factors, such as harmonic change); the status of pitch as a source of musical accent is controversial (Sloboda 1983, Huron & Royal 1996). Lerdahl & Jackendoff (1983) introduced the vital distinction between these “phenomenal accents” and “metrical accents” arising from a note’s position in the metrical grid. It is from the phenomenal accents that the meter of a piece is initially inferred; but once established, the phenomenal accents need not constantly reinforce the meter and indeed may conflict with it—this is the phenomenon of syncopation, which has no counterpart in language. Crucially, it is the metrical accents, not the phenomenal ones, that must align with stressed syllables: A trochaic (stressed–unstressed) syllabic pattern will seem incorrect when set to a metrically weak–strong note pattern, no matter how loud or long the first note is. (In Figure 1b, singing *out* louder than *to* does not reduce the awkwardness.) The metrical placement of a note greatly affects how it is mentally represented. A pattern of notes that is repeated in an acoustically identical way but in a different metrical context can seem like a completely different melody (Sloboda 1983, Povel & Essens 1985, Acevedo et al. 2014)—a phenomenon that, again, has no linguistic parallel.

5. CONTROVERSIAL PROPOSALS

In this section I discuss several recent proposals for connections between music and language. All of them concern interactions of various kinds: across cultures (Section 5.1), across individuals (Section 5.2), or in cognitive processing (Section 5.3). All are interesting and deserve serious consideration, but in all cases, the evidence is mixed.

5.1. Rhythmic Variability in Music and Language

It is well known that languages differ in variability with regard to syllable length; for example, English has higher variability in this regard than French (Grabe & Low 2002, Ramus 2002). This is often measured using the normalized pairwise variability index (nPVI), which measures variability between pairs of adjacent syllables. Using the nPVI, Patel & Daniele (2003) found that English instrumental melodies from the years around 1900 tend to have higher durational variability than French ones, and suggested that linguistic influence might be responsible for this difference. A number of subsequent studies have been done in this area, with mixed results. McGowan & Levitt (2011) examined three dialects of English (Scottish, Irish, and Kentucky) and found parallels between their syllabic and melodic nPVIs; Lee et al. (2017) found a similar parallel in Southern British English and Multicultural London English; Hannon (2009) confirmed Patel & Daniele’s

---

^5A middle ground between music and language in this respect is poetry, where (in some poetic traditions at least) there is a regular pattern of stressed and unstressed syllables; this may sometimes allow something analogous to syncopation, where syllabic stress levels momentarily conflict with the underlying metrical pattern (Lerdahl 2001a).
findings in a study of French and English children’s songs. However, VanHandel & Song (2010) found no difference in nPVI between German and French vocal melodies (though German is higher than French in syllabic nPVI); Temperley (2017) found higher nPVI in French and Italian vocal melodies (both low-nPVI languages) than in German and English ones (both high-nPVI languages); and Vukovics & Shanahan (2020) examined instrumental themes in the same four nations (England, France, Germany, and Italy), and again found slightly higher melodic nPVI for the low-nPVI languages. Efforts to tie historical changes in melodic nPVI to the rise of nationalism, on the reasoning that language may have greater effects on music in more nationalistic periods, have also had discouraging results (Daniele & Patel 2013, VanHandel 2017, Vukovics & Shanahan 2020). On balance, these studies do not suggest any causal relationship between syllabic and melodic durational variability. In a slightly different vein, Temperley & Temperley (2011) examined the Scotch Snap, a rhythmic pattern featuring a short note on a strong beat followed by a longer off-beat note, which is common in English and Scottish melodies but rare in German and Italian ones; the authors hypothesized that this might be due to the high frequency of very short stressed syllables in English compared with German and Italian (which the authors verified using corpus data). Like Patel & Daniele’s (2003) original finding, this is a suggestive result, but inconclusive with regard to the causal relationship between music and language. In all studies of this type, each nation really represents only a single data point; we should be cautious about drawing strong conclusions about general relationships from only a few data points.

5.2. Interactions Between Music and Language in Training and Ability

An issue of great interest in recent music psychology has been the effect of musical training on other cognitive abilities. Some of this research has specifically examined these effects with regard to verbal (language-related) skills. With studies of this kind, of course, one must distinguish correlation from causation: If children with musical training show better verbal abilities, this may be due to environmental (or even genetic) factors that affect both variables rather than to a causal connection between them. Gordon et al. (2015) presented a meta-analysis of 12 studies examining the effects of musical training on verbal skills; they included only controlled studies, in which one group had been given musical training and another group had not. They also considered only studies with behavioral measures of verbal ability, since neurological measures are difficult to interpret in this regard. Overall, the meta-analysis found no significant effect of musical training on reading ability. They also examined the effect of musical training on phonological skills; there was a significant benefit on rhyming ability but not on other phonological skills. On balance, then, existing research suggests there may be a small and rather specific effect of musical training on verbal ability.

Numerous studies have suggested that musical training enhances the perception of speech in noisy environments (e.g., Parbery-Clark et al. 2009). This has been attributed to effects of higher-level brain centers on the representation of the sound signal in the brain stem. However, other studies have failed to replicate these results. Madsen et al. (2019) suggested that positive effects of musical training obtained in some “speech-in-noise” studies may be due to conditions that lack ecological validity, with regard to the speech materials used (words chosen from a limited set), the relative positions of the speaker and listener, and the lack of reverberation. Using more ecologically valid conditions, Madsen et al. (2019) found no difference between musicians and nonmusicians in speech perception ability.

A possible interaction between music and language in the other direction concerns tone languages. In tone languages, pitch is used in a categorical fashion to distinguish phonemes and syllables, similar to the categorical treatment of pitch in music. Given this similarity, the question
arises as to whether knowledge of a tone language influences musical ability. Deutsch (2006) has hypothesized that the prevalence of tone languages in East Asia might explain why people in that region possess absolute pitch (the ability to name pitches that one hears, e.g., C or D-flat) at much higher rates than in other regions. However, further research has cast doubt on that finding, suggesting that this difference has more to do with early musical training than with linguistic background (Schellenberg & Trehub 2008). Other studies suggest that a tone-language background may confer more general advantages in pitch perception and production; tone-language speakers can more accurately imitate singing, and they show finer pitch discrimination and better memory for melodies (Pfordresher & Brown 2009, Bidelman et al. 2013).

5.3. Syntactic Structure and Music

An interesting and controversial issue is whether there is any musical counterpart to syntactic structure in language. There have been several proposals along these lines. In the influential theory of Schenker [1979 (1935)], notes elaborate other notes in a recursive fashion, forming an enormous hierarchical structure perhaps spanning many minutes. Schenker’s theory is more prescriptive than descriptive in character; even advocates of the theory mostly regard it as an idealized form of hearing to which we should aspire (for discussion, see Temperley 1999a). Lerdahl & Jackendoff (1983) put forth a more formalized, psychologically oriented version of Schenker’s theory. Other syntax-like, hierarchical representations of music have been proposed by Rohrmeier (2011) and Granroth-Wilding & Steedman (2014). Inspired by the similarity between Lerdahl & Jackendoff’s (1983) structures and linguistic dependency structures, Patel (2003, 2008) proposed a deep cognitive connection between the two: He suggested that linguistic and musical syntax involve independent mental representations but that shared cognitive resources are used to construct them. Evidence for Patel’s theory comes from the fact that musical (e.g., harmonic) anomalies are more disruptive to syntactic than to semantic processing (Slevc et al. 2009) and that people with deficits in syntactic processing also show musical deficits (Patel 2005). More recent studies have cast doubt on this theory, suggesting that the disruptive effects of musical anomalies extend to semantic processing (Perruchet & Poulin-Charronnat 2013) and may reflect more general phenomena of cognitive interference (Slevc et al. 2013). Neurophysiological evidence for overlap between syntactic and musical brain areas has also been equivocal (Tillmann et al. 2006, Fedorenko et al. 2011).

My skepticism about the connection between syntactic and musical processing has less to do with experimental support for it than with its assumptions about music. While some rather technical musical matters arise here, the main issue is a simple one. In language, there is a powerful motivation for positing long-distance relationships between words. In the sentence The dog with the long tail is chasing the cat, we understand that the dog is doing the chasing, not the tail or the cat; and because there is just one dog, we use is rather than are. There are different ways of capturing these long-distance relationships—with dependencies, constituents, or some combination—but everyone agrees that they are real and need to be represented in some way. In music, there is simply nothing comparable to this. In general, constraints on notes by other notes are of an extremely local nature; in particular, there is a strong tendency in a melody for each note to be close in pitch to the previous note. Nonlocal constraints come not from other notes but rather from higher-level structures. The key constrains the choice of notes and their interpretation; the harmony at a given point constrains the notes in a more local fashion (notes must be part of the chord or resolved by step—i.e., to an adjacent note in the scale); the phrase structure calls for certain melodic/harmonic patterns (cadences) at specific points; the overall range of the melody imposes another kind of constraint (discouraging notes that are far from the middle of the range);
motivic patterns impose yet another kind, favoring note patterns that repeat earlier patterns. While there are hierarchies involved here, they are nonrecursive hierarchies between elements of different types, quite different from the recursive hierarchies present in language. I am hard-pressed to think of an example of nonlocal dependencies between notes, analogous to the dog–is relationship in the sentence proposed above—where the function or grammaticality of a note depends on another note several notes earlier. Similarly, constraints between chords are primarily local in nature (the V chord usually goes to I, II usually goes to V, and so on); nonlocal constraints are imposed mainly by the key and by repeated patterns. Experimental efforts to establish the psychological reality of recursive pitch structure in music have been inconclusive (Serafíne et al. 1989, Bigand & Parncutt 1999). Some results that have been claimed to show evidence of recursive structure—such as fluctuations in tension (Lerdahl & Krumhansl 2007) or apparent dependencies between chords over long distances (Koelsch et al. 2013)—might also be attributed to effects of higher-level structures, especially key: Chords outside the key tend to be high in tension, and we expect a chord progression to end in the same key it started in.

Thus the motivation for positing a recursive hierarchical structure, so obvious in language, is absent in music. If I am right, pitch organization in music and syntax in language have virtually nothing in common. While both are hierarchical, the hierarchies involved are no more similar to each other than they are to that of (say) a baseball game. Of course, this does not rule out the possibility that there could be a cognitive interaction between them; perhaps future research will resolve this issue more conclusively. But I see little reason to expect such an interaction.

6. REPETITION IN MUSIC AND LANGUAGE

An essential aspect of music—most kinds of music, anyway—is repetition. (I refer here to repetition of elements and patterns within a piece of music, not between pieces.) Meter itself can be regarded as a form of repetition: the repetition of time intervals between pairs of adjacent beats. Repetition is pervasive, too, at higher levels of musical structure (Margulis 2014). Consider a pop song: We find repetition of short pitch patterns (e.g., a riff on a guitar or synthesizer); within the verse or chorus, melodic phrases are repeated, along with harmonic patterns; and whole sections (verses and choruses) are repeated to create the song’s large-scale form. Much the same could be said of music in other Western styles, serious and popular.

With regard to language, the concept of repetition has been construed and explored in various ways (for surveys, see Fischer 1994, Johnstone 1994). An area of particular focus has been the role of repetition in conversation. This includes the tendency, generally unintentional and unnoticed, to repeat recently heard syntactic patterns (such as the passive construction), a phenomenon known as syntactic priming (Pickering & Ferreira 2008); it also includes repetition of words and phrases, which can serve functions such as questioning or affirming someone else’s statement (Tannen 1989). Repetition may even be grammaticalized; in some languages, for example, a noun may be converted into an adjective by repeating it (Finkbeiner & Freywald 2018). Here I wish to focus on some other uses of repetition that I believe are more related to music. I have

---

6 One might point to implied counterpoint (also called pseudopolyphony). This is where a single sequence of pitches is actually composed of multiple interleaved melodic lines; Bach uses this to great effect in his solo violin and cello suites. This is indeed a type of dependency between nonadjacent pitches. In this case, however, the pitch sequence really consists of multiple independent (or at least hierarchically equal) lines; there is no recursive dependency structure that connects them all, as there is in a sentence. One could also say that the lines are all dependent on the underlying harmony, making them indirectly interdependent. Again, I see no linguistic parallel here.
in mind in particular the repetition of linguistic patterns within a sentence, or between nearby sentences, in a way that is intentional and emphasized (meaning that it is meant to be noticed). Often, such uses of repetition are treated as devices of rhetoric. Classical rhetoricians discussed repetition at length, focusing especially on the repetition of words and phrases, and proposed various subtypes of this strategy (Vickers 1994). One device is the repeated use of a word or phrase at the beginning of a series of sentences or clauses. Examples of this readily come to mind from famous speeches; think of Churchill’s “we shall fight on the beaches, we shall fight on the landing grounds” or Martin Luther King Jr.’s “I have a dream” speech. A recurrent theme in discussions of rhetorical repetition is that it helps to establish the emotional commitment and authenticity of the speaker and to arouse emotions in the listener; Vickers (1994) has offered numerous examples.

Also of interest is the repetition of syntactic structures. In a recent study (Temperley & Gildea 2015), Dan Gildea and I examined syntactic repetition in coordinate NP phrases in English, sometimes known as syntactic parallelism. Previous studies have shown that, in coordinate phrases, the syntactic structure of the second coordinate tends to match that of the first, and that comprehension is sensitive to this (Frazier et al. 2000, Dubey et al. 2008). We verified this phenomenon using a large corpus of written English and made three further predictions based on the theory of Uniform Information Density (Fenk-Oczlon 1989, Levy & Jaeger 2007). (Information is the negative log of probability; as probability decreases, information increases.) First we predicted that, in “matching” NP coordinates (i.e., those sharing the same syntactic structure), the second coordinate would tend to have less probable words and word combinations than the first, the reason being that the second coordinate is more syntactically predictable than the first and therefore is able to be lower in lexical probability. Thus we predicted example 1a to be more typical than example 1b. We also predicted that the second coordinate would be lower in lexical probability when it matched the first coordinate (making it syntactically predictable) than when it did not; thus, we expected second conjuncts with low lexical probability (such as an inefficient corkscrew) to show an especially strong tendency to occur after a syntactically matching phrase (as in example 1a) rather than a nonmatching one (as in example 1c). Both predictions were confirmed (examples are from Temperley & Gildea 2015, p. 1805).

(1a) A tug-of-war between an old bottle and an inefficient corkscrew may do as much harm as a week at sea.

(1b) A tug-of-war between an inefficient corkscrew and an old bottle may do as much harm as a week at sea.

(1c) A tug-of-war between a bottle that is several years old and an inefficient corkscrew may do as much harm as a week at sea.

Our third prediction—especially important for my argument here—was that rare syntactic patterns would show an especially strong bias toward repeated usage; in this case, the syntactic pattern itself creates a spike in information that can be softened by repeating it. This prediction, too, was confirmed; rare syntactic NP expansions like determiner + adjective show an especially strong tendency to be repeated, as in the following sentences (example 2a is from Temperley & Gildea 2015, p. 1805).

(2a) Its uneasy mixture of the serious and the comic is no doubt one reason why it is very much in vogue with directors just now.

(2b) But above all, this is the national headquarters for boiler-room operators, those slick-talking snake-oil salesmen who use the telephone to extract money from the gullible and the greedy and then vanish.
In a subsequent study (Temperley 2019), I proposed musical analogs to these phenomena. In music, it is very common for patterns of melodic intervals to be repeated but shifted along the scale. (The opening of Beethoven’s Fifth Symphony is an example; the pattern of the first four notes is repeated in the second four, shifted down by a step.) When a pattern of musical intervals is repeated, then, the second occurrence is generally low in information (highly predictable). Corpus analysis shows that when an interval pattern is repeated but with a single pitch interval changed, the interval tends to be increased in size rather than decreased. This is as we would predict from an informational viewpoint; large intervals are rarer than small intervals, so increasing the size of an interval in a repetition of a pattern makes it less probable, balancing the low information of the rest of the pattern (analogous to using less common words in the second conjunct of a coordinate phrase). As for our third prediction (Temperley & Gildea 2015), it has been observed that certain rare melodic devices, such as a nonchord tone that does not resolve by step, have an especially strong tendency to be used in repetitive contexts; this is analogous to the increased tendency for repetition in rare NP expansions.

Further study of linguistic corpus data has made me aware that the tendency toward repetition of rare syntactic constructions extends well beyond NPs. Consider the following sentences from a large corpus of late-1980s Wall Street Journal text. Each one contains a highly unusual syntactic construction repeated in a coordinate phrase (I describe each construction in parentheses).

(3) Large and lavish, “Traviata” is another addition to the Met’s growing stock of cast-proof productions. . . . (Adjectives without complement phrases, used as a premodifying adjunct phrase)

(4) [Mr. X] has come to work this day wearing sports shirt, slacks and cap because he plans to play golf in the afternoon. (Singular count nouns—sports shirt and cap—without determiners; this type of construction was not found in Temperley & Gildea’s (2015) study, since the nouns in such constructions are not annotated in the corpus as separate NPs.)

(5) [Mr. Y says that] the NFL is telling college players to “go ahead and rob, steal, cheat and kill.” (Normally transitive verbs—rob, steal, and kill—without direct objects)

(6) Such comparisons hurt because despite its unpopularity, President Chun Doo Hwan’s government raised Koreans’ ambitions—socially, economically and politically. (Postverbal manner adverbs after an em dash)

The use of repetition here licenses syntactic constructions that would seem odd, if not incorrect, without repetition—we might call them “edgy” constructions. Compare the sentences above with the versions below in which the repetitions have been removed. Examples 7 and 8 seem downright ungrammatical; examples 9 and 10 are, at best, awkward.

(7) Lavish, “Traviata” is another addition to the Met’s growing stock of cast-proof productions. . . .

(8) [Mr. X] has come to work this day wearing sports shirt because he plans to play golf in the afternoon.

(9) [Mr. Y says that] the NFL is telling college players to “go ahead and rob.”

(10) Such comparisons hurt because despite its unpopularity, President Chun Doo Hwan’s government raised Koreans’ ambitions—economically.

The passage of text in example 11 below contains two sentence fragments, similar in their internal lexical and syntactic structure. Again, this normally ungrammatical construction (an NP with no predicate) seems to be licensed by its repetition. Using just a single sentence fragment (as in example 12) seems stylistically odd; my eyes stumble on it as if it were an error.
A related phenomenon, though somewhat different, is illustrated by sentence 13a. The sentence features a subject NP modified by three conjoined appositive NPs. In this case (unlike in the sentences above), including just one of the phrases, as in sentence 13b, would be syntactically unproblematic. What is unusual, and normally ungrammatical, is the use of conjoined NPs without a conjunction; this seems to be licensed, or at least improved, by the lexical repetition within the NPs. Without this repetition (sentence 13c), the sentence seems clumsy, though not ungrammatical.

(13a) Colombia alone—its government, its people, its newspapers—does not have the capacity to fight this battle successfully.
(13b) Colombia alone—its government—does not have the capacity to fight this battle successfully.
(13c) Colombia alone—its government, the people, media outlets—does not have the capacity to fight this battle successfully.

Repetition is also used in prosody. Perhaps the prime example is listing intonation, in which a repeated contour is used to highlight a series of syntactically parallel phrases (a rising contour, in English anyway), with a contrasting pattern on the final phrase (a falling contour): for instance, *I bought milk, eggs, cheese, and butter* (Cauldwell & Hewings 1996). Consider also Figure 2; I sometimes notice people (including myself) saying things like this to their children. Typically, in such tirades, the same prosodic contour is used in every sentence. This is unlike typical listing intonation because the final item in the list has the same intonation as the previous ones (the implication being, perhaps, that the list could go on). What is especially curious about a case like this (and again, unlike typical listing intonation) is that the prosodic contour itself is somewhat variable; all that seems to matter is that it be repeated. Figure 2 shows three contours that seem quite possible. Again, repetition seems crucial here; applying a different contour to each phrase would seem strange. Using just a single phrase can also sound odd with certain contours (e.g., contour B in Figure 2)—like an attempted tirade that never got off the ground.

I have discussed three uses of repetition in language that might seem quite different: the rhetorical repetition of words and phrases; the tendency to confine edgy syntactic constructions to...
repetitive, syntactically parallel contexts; and repetitive prosodic patterns. In both the syntactic and prosodic cases, repetition appears to license linguistic patterns that might otherwise seem odd or incorrect; I have argued that this phenomenon has analogies in music. But there is a further commonality between these linguistic phenomena, one that also ties them to music. All of them—by my intuition, anyway—are associated with what are sometimes called persuasive rather than informative uses of language (Kamalski et al. 2008): They are designed to persuade, not simply to convey information in an objective manner. Going along with that, they tend to involve an overt emotional engagement on the part of the producer. In the rhetorical and prosodic cases, this seems clear. In the syntactic case, it is perhaps not so obvious, but it seems to me that patterns like those in examples 2–6 above are much more likely to occur in an arts review, an editorial, or a human-interest news story than in—for example—a hard news article, a scientific journal, or a legal document. In addition, at least in the rhetorical and syntactic cases (not so much in the prosodic one), there is an aesthetic, artful aspect to these linguistic usages: a reveling in linguistic play, in the pleasure of linguistic sounds and forms for their own sake. In the syntactic case, the edginess of the phenomena—stretching the usual rules, and thus posing a mild intellectual challenge for the perceiver—may relate to this as well.

Repetitive uses of language, designed to provoke an emotional response in the perceiver, and with a playful, aesthetic aspect: The parallels with music should be clear. Of course, all of this is also true (even more so) of poetry, whose connections with music have often been noted. Perhaps the lesson of all this is that “musical” uses of language are not confined to poetry but sometimes extend into prose as well.
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